MERR: Improving Security of Persistent Memory
Objects via Efficient Memory Exposure Reduction and
Randomization

Yuanchao Xu
North Carolina State University
Raleigh, North Carolina, USA
yxu47@ncsu.edu

Abstract

This paper proposes a new defensive technique for mem-
ory, especially useful for long-living objects on Non-Volatile
Memory (NVM), or called Persistent Memory objects (PMOs).
The method takes a distinctive perspective, trying to reduce
memory exposure time by largely shortening the overhead
in attaching and detaching PMOs into the memory space.
It does it through a novel idea, embedding page table sub-
trees inside PMOs. The paper discusses the complexities the
technique brings, to permission controls and hardware im-
plementations, and provides solutions. Experimental results
show that the new technique reduces memory exposure time
by 60% with a 5% time overhead (70% with 10.9% overhead).
It allows much more frequent address randomizations (short-
ening the period from seconds to less than 41.4us), offering
significant potential for enhancing memory security.

CCS Concepts « Security and privacy — Systems se-
curity; Hardware-based security protocols; « Hardware —
Non-volatile memory.

Keywords persistent memory objects; memory exposure
reduction; runtime randomization
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1 Introduction

Despite decades of security research, unauthorized mem-
ory reads and writes are still problematic to security. At-
tackers may exploit unauthorized memory writes to cause
memory corruption, that lead to various attacks (e.g., code-
reuse [48, 50, 54], code-injection [46], data-oriented [26] at-
tacks, etc.). Attackers may use unauthorized memory reads
to perform memory disclosure that can be used to defeat
certain security techniques such as address space layout ran-
domization (ASLR). Many techniques have been proposed
to mitigate unauthorized memory reads and writes, includ-
ing Control Flow Integrity (CFI) [2], Code-Pointer Integrity
(CPI) [38], and Data Flow Integrity [5, 14]. However, they
incur large performance overheads when enabled.

In this paper, we propose MERR, a new approach for re-
ducing memory disclosure and corruption vulnerabilities for
data. The key idea is to reduce memory exposure by making
data accessible only when the program needs it by attaching
data to the process address space, while making it inacces-
sible at other times by detaching (i.e. removing) it from the
address space. Detaching data from address space provides
a very strong protection because even virtual memory (VM)
implementation vulnerabilities cannot be exploited by the
adversary. For example, one aspect that enables Meltdown at-
tack [41] is the failure of the VM implementation in enforcing
privilege access check for out-of-order executed instructions.

Several challenges arise when we want to achieve said
protection. One challenge is that supporting the primitives
of attaching and detaching data requires data to be encapsu-
lated and managed by the Operating System (OS), provided
with namespace and permission mechanisms. Currently, an
object that fits the attach/detach model includes memory-
mapped files, which are mapped to and unmapped from the
process address space, allowing process to directly access
file data. With the rise of persistent memory, we expect that
persistent data structures without file backing will also be
commonplace. We will refer to OS-managed data object sup-
porting attach/detach primitives as persistent memory object
(PMO). In this paper, we focus on a PMO that permanently
resides in physical memory, hence no high latency I/O op-
erations are needed to attach it to process address space.
To provide the protection, a process only attaches a PMO
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when it needs to access it, and detaches as soon as it finishes
accessing it.

A key challenge for our strategy of memory exposure re-
duction is the high performance overheads that come with
attaching and detaching a PMO. Traditional memory map-
ping mechanism is exceedingly expensive. When data with
multiple pages is mapped, multiple page table entries (PTEs)
must be initialized by the kernel. For each page, a victim page
is selected, TLB shootdown is initiated, and page fault occurs
on the first access. A TLB shootdown serially interrupts each
core which must acknowledge the TLB invalidation, costing
thousands of clock cycles per core [22]. After mapping, an
access to a recently-mapped page incurs a page fault, that
requires the page fault handler to read a page-size region
from the file and copy it to the mapped page. Many page
faults may occur to populate the memory-mapped region.
Much of the costs also apply to unmapping.

To reduce the expense, we exploit the fact that a PMO
already resides in the physical memory. Thus, with the right
mechanism, page faults are not necessary. To attach a PMO to
process address space, we propose to simply initialize PTEs
to point to the physical memory where the PMO already
resides. However, for a large PMO, initializing many PTEs is
still prohibitively expensive. To avoid this cost, we propose
embedding PTEs into a PMO, if the PMO is larger than a
page. An x86 page table is hierarchical and forms a radix
tree. We propose storing a page table subtree in the PMO
itself. Thus, attaching a PMO requires initializing only one
PTE at the appropriate level to point to the subtree. With
this method, only one PTE is initialized and only one TLB
shootdown is involved. With these optimizations, we reduce
the cost of attaching a PMO such that it becomes feasible
to perform them frequently. For example, we can wrap any
functions that access the PMO with attach and detach.

However, naively embedding PTEs into a PMO violates
process-specific permission semantics in current VM sys-
tem, because it forces permissions to be PMO-specific re-
gardless of the process that attaches it. In order to allow
process-specific permissions for a PMO, we propose a novel
process-specific permission matrix hardware support for
keeping PMO-wide permission. An access is valid when it is
determined to be legal by both the permission matrix and
TLB.

While detached, a PMO is not vulnerable to memory dis-
closure and corruption. However, the adversary can still
target the PMO when it is attached. To improve security fur-
ther, each time we attach a PMO, we can change the virtual
address region where the PMO is attached at each attach
session. We refer to this scheme as PMO space layout random-
ization (PSLR). PSLR makes it harder for attackers to figure
out which address location it must attack, as it frequently
changes. The window in which the attacker must success-
fully probe the system and deploy the attack is limited to the
length of time a PMO is attached.

Overall, this paper makes the following contributions:

1. We propose a new approach to reduce memory dis-
closure/corruption vulnerabilities by reducing mem-
ory exposure time using attachment and detach-
ment of a PMO.

2. We propose a novel architecture support to make at-
tachment/detachment fast by embedding a page ta-
ble subtree into a PMO. This reduces the number of
PTEs to modify and number of page faults to only one.

3. We propose an architecture support for providing
process-specific PMO-wide permission.

4. We take the advantage of frequent PMO attachment
by deploying PMO Space Layout Randomization
(PSLR) which randomizes the location of a PMO at
every attachment session.

We refer to our approach Memory Exposure Reduction
and Randomization (MERR). MERR carries unique benefits.
The reduction in memory exposure reduces the window of
vulnerability in which the adversary can mount an attack.
Furthermore, by wrapping only functions that access the
PMO with attach and detach, the code attack surface is re-
duced to just these functions. By reducing the attack surface
to much smaller code, it is easier to ensure code security,
and the overheads of deploying protection techniques are
only incurred for this code base. In addition, deploying ran-
domization at every attach further reduces the window of
time available to the adversary. The adversary must, within a
single attach/detach session, probe the system and deploy an
attack. Finally, the novel page table subtree and permission
matrix mechanisms can be thought of as enabling technol-
ogy that reduces the latency of attach and detach. In this
paper, we use it to reduce memory exposure time, but they
will likely also open up future uses that rely on it.

Our experiment results using Whisper benchmark suite [45]
indicate that on average, MERR only incurs 10.9% slowdown
while reducing memory exposure by 70% and randomizing
PMO address every 41.4us or less.

The remainder of the paper is structured as follows. Sec-
tion 2 describes background knowledge. Section 3 motivates
the problem tackled in the paper. Section 4 presents our
design. Section 5 describes the randomization technique.
Section 6.1 presents the evaluation methodology. Section 6.2
discusses our evaluation results and findings. Finally, Sec-
tion 9 concludes the paper.

2 Background
2.1 Memory Disclosure and Corruption

Despite decades of security research, memory attacks are still
problematic to security. Memory attacks may be unautho-
rized memory writes (memory corruption) or reads (memory
disclosure). The use of memory-unsafe languages such as
C/C++ contributes to such a situation. A notorious example
memory corruption is buffer overflow, which occurs when



the program misses a bounds check when accessing a buffer,
causing corruption in values adjacent to the buffer. Format
string vulnerability can also be used to cause memory cor-
ruption. Memory corruption may affect the stack region (e.g.
stack buffer overflow), the heap (e.g. heap buffer overflow),
or other regions. It may lead to various attacks, such as code-
reuse [48, 50, 54], code-injection [46] and data-oriented [26]
attacks, and so on. Typical mitigation for memory corruption
is address randomization.

Memory disclosure is a case where memory content is read
or leaked. Various vulnerabilities may lead to this, includ-
ing format string [51] and buffer overread [59]. Memory
disclosure can be used to defeat randomization strategies de-
signed to prevent memory corruption from being exploited.
More recently, Spectre/Meltdown [34, 41] show that memory
disclosure can result even through speculative instructions.

Many techniques have been proposed to mitigate unau-
thorized memory reads and writes, including Control Flow
Integrity (CFI) [2], Code-Pointer Integrity (CPI) [38], and
Data Flow Integrity [5, 14]. However, they incur large perfor-
mance overhead when all of them are enabled. For example,
it was reported that CFI incurs 21% overhead [2] while CPI
incurs 8.4% overhead [38] on average. Applying data flow
integrity to all the data incurs 50%-100% overhead [14].

Static address randomization defenses, e.g., address space
layout randomization (ASLR), can be used as a first line of de-
fense against memory attacks. ASLR works by randomizing
the start address of various segments. However, the effective-
ness of ASLR lies on the assumption that the layout remains
secret. This assumption is often incorrect. Memory disclo-
sure can be used to figure out the location of certain datum,
leading to the disclosure of the random offset. As a result,
newer work proposed re-randomization every certain inter-
val. Unfortunately, re-randomization involves copying entire
memory segments, hence it increases execution time sub-
stantially even when performed every 5 seconds [54]. This
compromises security as the attacker may succeed within
5 seconds (e.g. meltdown can bypass KASLR to read data
successfully within seconds [41]). Therefore, we conclude
that memory attacks are still deeply problematic in terms of
costs to performance.

MERR differs from prior protection mechanisms by de-
taching data (or PMO) entirely from process address space
when the program does not need to access it. MERR provides
stronger protection than merely re-randomizing its location.
On top of that, MERR assigns a PMO to different virtual
memory address each time a process attaches the PMO, with-
out physically relocating/copying data. Note that MERR only
protects data in PMO, so the rest of the address space should
still rely on traditional techniques such as ASLR or KASLR.

2.2 Persistent Memory Programming Support

Non-volatile memories (NVMs), such as Intel Optane DC
Persistent Memory, provides high capacity at low cost, low

idle power, byte-addressability, persistence, and performance
closer to DRAM than SSD or disks [4, 32, 37, 39]. For these
reasons, they are considered a contender for future main
memory fabric.

There are at least two paradigms for using NVM. One
uses it as storage to host a file system, the other uses it
via a new abstraction where a data structure is wrapped
into a persistent memory object (PMO), which allows the
data structure to be hosted persistently in physical memory
without involving a file system. PMOs may combine some
features of a file system (naming, permission, durability, and
sharing) and some features of data structures (pointer-rich,
address space mapping, purely load/store access). In this
paper, we assume the latter.

A PMO may be a container for a data structure that lives
beyond process termination and system reboots. A PMO
requires several properties to be supported: crash consistency
allows a PMO to remain in a consistent state even when
the process that accesses it crashes or system power is lost,
system naming and permission allows a PMO to be found by
processes and the system to manage its use by processes,
attach/detach primitives where a PMO can be attached to
a process address space when needed and detached when
not needed, relocatability where a PMO can be attached at
different parts of a process address space at different times.
A PMO may be implemented as pools [29, 607, 61] and given
a unique identifier. Pools can be organized as a collection.
There is a root object from which all other objects in the
pool can be reached. In this paper, we use the term PMO
as a general concept, and pool as a specific implementation
of a PMO, which may not have all features a PMO should
support.

Object ID: Pool identifier Pool offset

Y
vy
[}
v

32 bits 32 bits

Figure 1. Structure of pool pointer [15, 60, 61]

To support relocatability, each pointer (64-bit) used in a
data structure is split into a 32-bit pool ID (ObjetID) con-
catenated with a 32-bit offset within the pool (Figure 1). To
address a pointer, the base address for the ObjectID is added
to the offset. PMDK [29] and other prior works [17, 60] have
described interfaces for manipulating pools and objects. We
adopt the interface proposed by Wang et al. [60]. It sup-
ports functions for creating pools (analogous to files), ob-
jects within pools, support for persisting objects, and failure-
safety through durable transactions. Table 1 shows a subset
of their interface.

One thing we point out is that pool_open will look for a
pool of the given name. If it exists and if the calling process
has permission to access this pool, this pool is mapped into



Table 1. Pool APIs described in prior work [29, 60].

pool_open (name,
mode)

Function Description
pool* Create a pool with the specified size
pool_create (name, and associate it with a name. The
size, mode) running process is the owner.
pool” Reopen a pool using name that was

previously created. Permissions will
be checked.

pool_close(pool” p)

Close a pool p

Return the root object of the pool p
with specific size. The root object

OID pool_root(pool is intended for programmers to design

p. size) as a directory of the contents in the
pool.
OID pmalloc (pool* Al.locate a.chunlf of persistent data
size) with the given size on pool p and
P return the ObjectID of the first byte.
. Free persistent data pointed to by
pfree(oid) the ObjectID.
. Translate an ObjectID to a virtual
void

address. Used when there is no

id_direct(oid .
oid_direct(oid) hardware translation.

the process’ address space. In our case, a pool is always
mapped to a page-aligned contiguous virtual address range
large enough to fit the pool.

2.3 Hardware-Supported Address Translation

Table 2. Instructions to support translation in hardware [60]

Instruction Description
nvld rd, rs1, imm | rd = MEM[Lookup(rs1)+imm]
nvst rs1, rs2, imm | MEME[Lookup(rs2) + imm] = rs1

Translation from a pool pointer to virtual address places
a burden on the programmer and incurs significant perfor-
mance overhead if performed in software. We adopt the
architectural design proposed by Wang et al.[60] to acceler-
ate ObjectID translation. In order to distinguish pool pointer
format from regular pointers, accesses to a pool must be
made using special load and store instructions (nvld and
nvst) as shown in Table 2. When a pointer is accessed with
nvld or nvst, the ObjectID is used to index a table called
persistent object table (POT); a POT entry specifies the base
(virtual) address of the pool. A recently-used subset of POT
entries can be cached in a hardware structure called persis-
tent object lookaside buffer (POLB). The location pointed to by
the pointer is obtained by adding the base address (obtained
from the POT/POLB) with the 32-bit offset. Figure 2 shows
the brief system design of POLB and POT.

I Memo |

3 v POT ||

' Coe —1—— | Send Translated
nvld/st —————— > POLB Address to Access

Memory

,,,,,,,,,,,,,,,,,,,,,,,,

Figure 2. Design of POT and POLB in [60]

3 Premises

This section describes some premises necessary for following
the rest of the discussions.

The PMO is a general system abstraction of data, and
can be used to wrap any data, residing in volatile memory
(DRAM) or persistent memory (NVM). However, supporting
attach and detach primitives that require system namespace
and permission mechanism make it more useful and appli-
cable for persistent data, such as memory-mapped files or
persistent data structures. It is likely that the PMO abstrac-
tion will be used to hold data that is small/medium in size
(e.g., sub-GB), while large data will still utilize files, consider-
ing that the cost per byte of disks/SSD is substantially lower
than even NVM and that NVM capacity is limited. A PMO
will also tend to be small because it will be data structure-
centric, hence data requiring dissimilar data structures is
likely to be split into multiple PMOs for easier maintenance.
A corollary of the PMO being small/medium is that a pro-
cess will likely attach multiple, perhaps many, PMOs to its
address space during its execution. As a result of multiple
PMOs accessed per process, it is unlikely for all the PMOs
to be accessed all the time throughout a process execution.

Furthermore, we hypothesize that due to convenience, a
process will attach a PMO in its address space much longer
than needed. It is easy to figure out when to attach a PMO
since it precedes access. However, it is less straightforward
to determine when to detach a PMO. A process is supposed
to detach a PMO after it finishes using it. However, since
there is no obvious penalty for detaching late, it is likely
that a PMO is attached far longer than needed, evidenced
by the fact that in existing persistent memory benchmarks
(e.g., WHISPERS [45]), persistent data structures are kept in
the process address space for nearly entire executions of the
programs.

Therefore, we advocate an automated approach where
code analysis is performed to figure out which functions
contain code that access PMO data. Once these functions
are found, they become candidate to wrap by attach and de-
tach. Nested attach/detach is avoided by wrapping only the
outermost function. We introduce a term, Attached Memory
Exposure Time (AMET), which measures the total length of
the time when a PMO is being attached to a process. Reduc-
ing AMET is important to reduce the exposure of PMO to



security attacks, but also to reduce the code attack surface
to only that which wrapped by attach and detach.

Threat Model Just like any other data structures, data
structures in PMO may contain buffers and pointers. Code
that access PMO may contain regular known vulnerabilities.
So traditional memory vulnerabilities are assumed to exist.
We do not seek to protect against specific vulnerabilities. In-
stead, our focus on making unauthorized reads or writes to
data in PMOs difficult. MERR only protects the PMO hence
other parts of the process code or data would still need tra-
ditional protection against memory disclosure/corruption.

We assume trusted system software, such as the OS, which
manages address space isolation between processes. With
that, read or write to data to memory region that is not
mapped in the page table will not be permitted and will
generate segmentation fault exception. Furthermore, we as-
sume that the processor memory management unit (MMU)
is implemented correctly, in that it will not allow access of
memory that is not mapped to the page table.

While a PMO is attached, the attacker can probe, read or
write the data in the PMO. Our PMO permission mechanism
allows to mark PMO as non-executable, hence we assume
that the OS sets up each PMO as non-executable, hence if
the attacker injects code into the PMO, the code cannot be
executed.

4 Reducing Memory Exposure

This section describes our proposed techniques to mitigate
the vulnerability of PMOs to memory attacks by reducing
the attached memory exposure time (AMET) of PMOs.

4.1 Reducing AMET

As we argued earlier, it is likely that when a process attaches
multiple PMOs, it will work on a particular PMO for only a
small fraction of time. Keeping the PMO attached from the
start of the process until process termination unnecessarily
exposes the PMO to memory attacks. Thus, our first strategy
is to reduce AMET by tightening up the window of time
when the PMO is attached.

Reducing AMET improves the security of using PMOs. If
an unauthorized memory read or write occurs when a PMO
is not detached, the read or write will trigger a segmentation
fault, prohibiting the attack from succeeding.

In thinking about how small AMET can be made, one ex-
treme is to wrap each load or store instruction with attach()
and detach() system calls. However, system calls incur sub-
stantial overheads, due to pipeline flush, mode switch, and
cold cache effects. Furthermore, since attach() maps a PMO
to the calling process address space, if the PMO spans over
multiple pages, multiple page table entries (PTEs) must be
initialized by the kernel. For each page, two types of cost
are incurred: TLB shootdown and page fault, the latter dom-
inating the cost. A TLB shootdown is initiated, by serially

interrupting each core which must acknowledge the TLB
invalidation. The cost of TLB shootdown is in the order of
thousands of clock cycles per core [22]. Even for a single
page, malloc takes 2us. As the number of pages increases,
the latency increases super-exponentially, reaching several
milliseconds for 1GB data (256K pages X 4KB). On top of
that, after mapping, an access to recently-mapped page in-
curs a page fault that requires the page fault handler to read
a page size region from the file and copy it to the mapped
page. Many page faults must occur to populate the memory
mapped region. For a PMO, since it already resides in mem-
ory, a page fault does not need to perform any copying other
than initializing the PTE to correctly point to the correct
page of the PMO with the right permission. Thus, it is clear
that we cannot use attach()/detach() too frequently.
Reducing attach/detach frequency could reduce the over-
head but enlarge exposure time. Fundamentally, minimizing
the cost of PMO attach/detach is the key to this tradeoff.

4.2 Fast and O(1) PMO Attachment

In our model, PMO size must be specified at creation. Fur-
thermore, PMO is always mapped to a contiguous virtual
address (VA) space, but may not be contiguous in physical
memory. If during execution a PMO runs out of space, a
system call to increase its size is required. If the current VA
range cannot be extended, the process must detach it and
re-attach it at a new, larger, VA range.

As discussed earlier, there are three types of costs associ-
ated with a memory map: TLB shootdown, PTE initialization,
and page faults. Let us examine these costs, starting with
the simplest case. We assume hierarchical page table (PT)
organization, similar to one used in x86 systems. Suppose
that a PMO fits in a page (i.e. its size is smaller than 4KB).
In this case, to attach the PMO to a process address space,
we need to simply find an unassigned PTE in the process PT,
and initialize it to point to the physical page frame where
the PMO is currently residing (Figure 3(a)). The permission
in the PTE is initialized to match the process’ request for the
PMO. The initialization of the PTE requires TLB shootdown
to enforce TLB coherence. Subsequently, no page fault will
be incurred as the PMO is already in the physical memory
and the PTE is valid. Thus, we only incur the costs of TLB
shootdown and PTE initialization.

Now let us consider a large PMO, spanning multiple pages,
say 256K pages, for a total PMO size of 1GB. In this case,
attaching the PMO involves allocating at least one L3 PTE,
512 L2 PTEs, and 256K L2 PTEs, a TLB range flush being
initialized. This is clearly prohibitively expensive. Thus, we
propose to store a PT subtree in the PMO itself as metadata.
The PMO PT subtree is hierarchical just like the process PT,
with hierarchy depth depending on the PMO size. If a PMO
is 4KB or smaller, it has no subtree. If it is 2MB or smaller,
the subtree starts from level 1. If it is larger than 2MB but 1
GB or smaller, the subtree starts from level 2, etc.
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Figure 3. Fast PMO attachment mechanism for a PMO size < 4KB (a), and for PMO size > 4KB (b).

Thus, attaching the example PMO would require initializ-
ing only one (parent) L3 PTE, to point to the existing PMO
subtree. Figure 3(b) illustrates this case. Hence, only one PTE
entry is initialized and one TLB shootdown is involved when
attaching a PMO. Consequently, PMO size no longer deter-
mines the cost of attaching it. A drawback of this approach is
that PMO will occupy a VA range that is one of PT granular-
ity increments, e.g. 4KB, 2MB, 1GB, etc., introducing VA (not
PA) fragmentation. A similar optimization was proposed for
memory-mapped files [27] and file-only memory [56]. How-
ever, there are differences between files and PMOs. A file is
viewed uniformly by all sharing processes, whereas a PMO
allows a process-specific view. For example, one process may
attach a PMO in a read-only mode, while another process
may attach the same PMO with read and write mode in its
address space. We discuss process-specific view of PMO in
Section 4.3.

To manage PMOs, the system manages a structure called
persistent object table (POT) (Section 2). A POT entry con-
tains PMO ID, PMO size, physical address (PA) of the PMO
PT subtree, permission, etc. Figure 3 illustrates the steps for
attaching a PMO. When the system receives an attach() re-
quest with a PMO ID, first it enters kernel mode. The PMO
ID is then used by hardware MMU to perform POT walk to
find the PMO, including its size and the PA of the PMO PT
subtree. Second, the system finds an empty PTE at the ap-
propriate level to accommodate the PMO size. For example,
if the PMO is 512MB, the next size up in the PT hierarchy
is 1GB, hence a level 3 (parent) PTE is needed to point to
the PMO PT subtree. If no such entry is found, the system
allocates a new page of level 3 PTEs. Third, the empty PTE is
initialized to point to the PA of the PMO PT subtree, and its

valid bit set. After these three steps, the PMO is accessible
without further page faults. The PMO attachment latency
thus only takes a constant time, unaffected by PMO size.

When accessing the PMO, the process may miss in the TLB,
and PT walk is performed, involving the process PT and PMO
PT subtree. The PT walk transitions seamlessly between the
PT and the PMO PT subtree. The final VA-to-PA translation
is then placed into the TLB. While the PT walk does not
distinguish between the process PT and PMO PT subtree,
the PMO PT subtree is managed differently. The PMO PT
subtree is initialized when the PMO is created. Furthermore,
the PMO PT subtree must be persistent and crash atomic, so
that the PMO can be recovered and addressed correctly after
power failure.

Initializing PTEs in PMO PT subtree takes time, but it is a
one-time cost. Once the subtree is constructed, we can reuse
it cross runs. It can also be reused by different processes if
the process passes permission check.

In contrast to the attach() system call, the detach() system
call looks more expensive: It requires shooting down all TLB
entries of the PMO. Since the VA of a PMO is consecutive,
TLB entires of a PMO can be flushed through a TLB range
flush. Meanwhile, unlike attachment, PMO detachment is
typically off the critical path. Hence, detach() latency scales
up with PMO size, but bounded by the size of the TLB.

With these optimizations, we reduce the cost of attaching
a PMO such that it becomes feasible to perform them quite
frequently. Programmers can simply use the O(1) attachment-
based memory management to improve the security of using
PMO with low performance overhead.
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4.3 PMO Access Permission Design

One challenge of embedding PT subtree in a PMO is that
permissions of each PTE is PMO-specific, rather than process-
specific. While utilizing a PMO PT subtree for attachment is
fast, the process must rely on permission bits already set in
the PT subtree. This does not allow a process-specific view
of a PMO. For example, one process may want to attach a
PMO in a read-only mode, while another process may want
to attach the same PMO with read/write mode.

In order to allow process-specific permissions for a PMO,
we propose a permission matrix structure for setting, main-
taining, and validating PMO-wide permission. Each process
has its own permission matrix, allowing process-centric view
of PMOs. PMO-level permission lets the system to treat the
entire PMO as the basic unit to manage rather than 4KB
pages, which makes it convenient and cheap to manage
PMOs spanning multiple pages. A permission matrix entry
will be created when a PMO is attached and will be deleted
when the PMO is detached. The permission matrix is a sys-
tem table for the process, but cached for quick lookup. A
memory access is valid when it is determined to be legal
by both the permission matrix and PT/TLB. Permission ma-
trix also allows process-specific view of a PMO since each
process has its own permission matrix. Permission matrix
becomes a part of the process state and is included in the
process context switch. Permission matrix does not need
to be persistent because upon a crash or power failure, the
process lost its state, including attachment of all PMOs it had
access to. When the process restarts, it needs to re-attach all
PMOs that it wants to access.

Figure 4 illustrates the design and mechanism of the per-
mission matrix. The permission matrix has one entry for
each PMO. It contains a 32-bit PMO ID, PMO size, a 48-bit
PMO tag, and system level permission. The PMO ID uniquely

identifies each PMO. The size encodes how large the PMO
is. The PMO tag identifies VA range of a PMO. It consists
of a prefix whose length depends on the size of the PMO.
For example, in the table above the diagram, a PMO that
is up to 4KB has a 12-bit suffix, which means the prefix is
48 — 12 = 36-bit long. A larger PMO that is up to 2MB has a
21-bit suffix, which means the prefix is 48 — 21 = 27-bit long.
An even larger PMO that is up to 1GB has a 30-bit suffix,
which means the prefix is 48 —30 = 18-bit long. System-level
permission requires kernel privilege to set. The total size of
the permission matrix depends on the number of PMOs that
can be cached there; it is less than 1KB to cache up to 32
PMOs.

The permission matrix is used in the following way. When
a nvld/nvst is executed, the object address involved is trans-
lated into VA by POLB/POT (Step 1). Discussion on POLB
and POT and how they support PMO relocatability was pre-
sented in Section 2. For regular 1d/st instruction, the address
is already in the form of VA (Step 2). The VA is then com-
pared against all PMO tags up to the length of the PMO tag
prefix (Step 3). If a match is found, the access is to an address
covered by a PMO PT subtree. Otherwise, the access is not
to a PMO; no further steps are needed. If an address matches
a PMO tag prefix (suffix is ignored), we check the load/store
against the system-level permission (Step 4). A load (or store)
is not legal if the system-level permission does not allow read
(or write) access, and in this case an exception is triggered
(Step 5). If the load/store passes through system-level per-
missions, the legality of the load/store must still wait until
permission at the page level at the TLB occurs (Step 6). If the
load/store is legal according to both the permission matrix
and the TLB (Step 7), the load/store can commence (Step 8).
Otherwise, an exception is raised.



For fast access, the PMO tag prefix checking utilizes a
CAM tag array, and only a limited number of PMO entries
are cached. The permission matrix can also perform an addi-
tional security check. When a VA prefix matches a PMO tag
prefix, we can retrieve the PMO ID recorded in the matching
entry and compare it against the nvld/nvst’s upper 32-bit
object ID. If they match, the nvld/nvst is intended to access a
particular PMO and accesses the address range of the PMO.
If they mismatch, there is something wrong, where it is ac-
cessing a particular PMO but with an address range of a
different PMO. This situation could occur when a pointer
intended to access a particular PMO has been overwritten
by the attacker to point to a different PMO.

The PMO level permission check and page permission
check are performed in parallel, so the permission matrix
latency is hidden. However, nvld/nvst must still go through
POT/POLB to generate VA before the VA can be checked
against the permission matrix. Hence, an additional clock
cycle delay is added to nvld/nvst.

5 PMO Layout Randomization
5.1 Motivation

In the previous section, we have discussed how we can im-
prove the security of PMO by (1) reducing AMET using
frequent use of fast O(1) attach() and detach() system call.
However, this protections in some cases will still be insuf-
ficient. First, even though a PMO may be attached and de-
tached many times, if every time it is attached, it is attached
in the same address range, the attacker can construct an at-
tack targeting the address range slowly. Second, data in PMO
is reused many times in different parts of a program. The
attacker can combine the information obtained in different
parts of this program to launch a successful attack. Finally,
a PMO has a long life time, even small memory disclosure
or information leak per run can be aggregated across many
runs of the same or different programs.

To avoid such aggregation of knowledge across attach
sessions or across runs, we propose PMO Space Layout Ran-
domization (PSLR). PSLR changes the address where a PMO
is attached at every attached session. PSLR makes it difficult
for attackers to figure out which address location it must at-
tack, as it frequently changes. It provides stronger protection
than address space layout randomization (ASLR) which ran-
domizes the start address of segments at the start of program,
but generally leaves them unchanged during the process life
time. Unlike segments, PMO can be attached and detached,
so we exploit this fact to re-randomize PMO address at every
attach.

Re-randomization in ASLR is possible, but substantially
increases execution time even when performed every 5 sec-
onds [54]. This is due to (1) relocating a segment involves
copying a huge chunk of memory from one place to another
and rewriting pointers, (2) invalidating all PTEs at the old

location and initializing all PTEs at the new location, and
(3) many page faults result after re-randomization. Thus,
frequent re-randomization in ASLR is not feasible due to
the high overheads. With such high overheads, existing re-
randomization focuses only at a low frequency fine-grained
randomization [54], coarse-grained randomization [2], or
permutation [3, 33]. The security level is also limited due to
low frequency and small entropy. In contrast, we will discuss
that unlike segments, PMO can be moved more easily and
cheaply.

5.2 PSLR Design

Our PSLR combines the O(1) attachment with re-randomization.
For each attach() system call, the system selects a random
empty PTE to attach the target NVM. Traditionally, to find an
empty PTE, the PT needs to be locked to avoid races, which
may create a critical path. To avoid coarse-grain locking, we
maintain three separate free lists to record several random
PTEs at different PT hierarchy levels, representing 4KB, 2MB,
1GB regions. Each free list must have a sufficient number
of PTEs to choose randomly that are allocated but have not
been assigned, meaning that the PTE’s ancestors (parent,
grandparent, etc.) have all been allocated and assigned to
point to the page where this PTE is located, but the PTE itself
is not assigned a valid PA yet. Among PTEs in the free list, a
random PTE is selected for the PMO to be attached to.

PSLR avoids the high cost of re-randomization. First, point-
ers in PMO are relocatable. Second, the embedded PT subtree
in PMO also allows quick relocation, because none of PTE in
the PMO PT subtree needs to be modified. All that needs to
be modified is the parent PTE. Hence, relocation of a PMO
at attachment time incurs a constant cost involving only one
PTE initialization. Finally, page faults are also averted.

Page Table
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Figure 5. The design of PSLR with attach system calls

Figure 5 shows PSLR design. First, the system will use the
PMO ID in the attach system call parameter to find the pool
in POT. The system retrieves the PMO size and the physical
address (PA) of this PMO. Second, the system uses the size
to check the list corresponding to the correct size bin (4KB,
2MB, or 1GB), and retrieves a random PTE from the list. The
PTE is then initialized with the PA of the target PMO PT



subtree. Offline, the random selector pre-selects a random
PTE for following attach requests. It relies on the random
number generator from Intel AES-NI instructions. If the list
does not have a sufficient number of PTEs, the selector locks
the page table to find the empty PTEs and add them into the
list.

6 Evaluation
6.1 Methodology

Processor and system environment. We implement the
APIs as a kernel module in Linux OS. In the kernel mode, the
system maintain pre-allocated PMO lists with different size
bins: 4KB, 2MB, and 1GB. To serve an attach() system call, a
pre-allocated page is randomly selected. Permission check
is performed in kernel mode. Upon a detach() system call,
PMO is unmapped from a process PT but we still maintain
this PMO at the system level.

Table 3. Experimental Setting

Intel(R) Xeon(R) Silver 4114 CPU

Processor || ) res @2.20GHz
L1D cache 8-ways 32KB
Cache L1i cache: 8-ways 32KB
L2 cache: 16-ways 1024KB
Memory 128GB DDR4 (2666 MHz)
TLB L1 data TLB: 4KB pages, 4-way, 64 entries

L2 4KB/2MB pages, 6-way, 1536 entries
oS Linux kernel version: 4.4.0-145-generic
POLB Translation: 0.5ns; PM Check: 1ns;
TLB invalidation: 130ns; TLB miss: 11.4ns;
Cache miss: 16.7ns

Measured

To evaluate the performance of our design, we use a sys-
tem with DRAM as main memory, shown in Table 3. The
PMOs are implemented as memory-mapped region in DRAM.
We execute the default workloads to get the baseline perfor-
mance. Then we insert attach() and detach() into the code,
and execute the workload to measure the overhead from
attach() and detach(). After that, we re-execute the work-
loads again with pin [43] to record the memory traces. We
use these traces to estimate the overhead from architectural
designs.

To estimate the overhead of attach() and detach() system
calls, we use a combination of things. We create a new sys-
tem call and place it where attach and detach would have
been located. In the system call, we first check whether this
PMO is already attached in this process within mutex pro-
tection, then we perform a copy_from_user to copy parame-
ters of system call from user space to kernel space, kmalloc
involving a single page, virt_to_phys for physical address,
remap_pfn_range to remap a kernel page to the user space
including PTE initialization, flush_tlb_range to TLB shoot-
down when detach(). Modification to the PTE is also pro-
tected using mutex lock. Thus, even though we did not fully

implement the functionality of attach/detach, we model its
overheads, including PTE initialization, TLB shootdown, sys-
tem call, mode switch, the ensuing TLB miss, cache miss,
and page fault. Because the entire embedding page table is
attached, there is no subsequent page faults when the pro-
gram is accessing the PMO data. We use a similar approach
to model the detach() system call performance.

To model the overhead of permission matrix check (that
incurs additional latency beyond the TLB), we add a constant
2ns latency to every 1d/st to PMOs. This is likely too high be-
cause in an out-of-order processor, not all such latencies are
exposed. However, in this paper, we are more interested in
estimating the upperbound performance overheads instead
of lowerbound or averages.

To account for additional TLB misses and cache misses that
come from PSLR, we use Intel Pin instrumentation tool [43]
to produce memory traces that are then modified and re-
played on a TLB simulator and a cache simulator to obtain
each benchmark’s new TLB miss rate and new cache rate.
Each additional TLB miss or cache miss is then multiplied by
the average cost of TLB misses or cache misses and added to
the execution time.

Workloads. To demonstrate our techniques on real world
applications, we use six benchmarks (tpcc, ycsb, echo, hashmap,
ctree, redis) from Whisper benchmark suite [45], which were
derived from real world applications. The suite was built
assuming the architecture has a mixture of persistent and
volatile memory. In Whisper, a program usually places op-
erations into an epoch, and multiple epochs execute in a
transaction. It sets a ratio of update/read operation for each
transaction or directly use insert operations within a trans-
action.

In our experiment, we run WHISPER benchmarks for 100k
transactions or operations in a 2GB PMO. Table 4 shows a
brief description of Whisper benchmarks; more details can
be found in [45].

Table 4. WHISPER Benchmarks [45].

l Benchmark “ Description ‘

Echo echo test, 100k transactions in total
YCSB YCSB like test, 80% writes,

100k transactions in total
TPCC TPC-C like test, 80% writes,

100k transactions in total

C-tree 100K insert operations
Hashmap 100K insert operations
Redis redis server/ Iru-test, 1 million gets/puts

6.2 Experimental Results

This section first reports the overhead of MERR in a spec-
trum of attach/detach frequencies, and the corresponding
reduction of memory exposure time, and then provides the
analysis of the benefits MERR brings to memory security.



6.2.1 Memory Exposure and Overheads

This part uses four metrics: 1) AMET: the attached memory
exposure time as defined earlier; 2) Attached Memory Ex-
posure Rate (AMER): AMET over the total execution time;
3) Memory Exposure Window (MEW): the length of an at-
tach/detach session; 4) Average PLSR period length: the av-
erage re-randomization period length, equal to the average
time between two adjacent attach() calls.

In our experiments, for evaluation purpose, we adjust
the insertions of attach/detach calls in the programs such
that the programs exhibit a spectrum of AMER values. We
first report the detailed measurements when the AMERSs of
the program executions are about 30%, and then report the
results in other AMER settings.

Table 5. Measurements of MERR when AMER is about 30%.
The overhead section reports the overhead percentage from
each of the sources and the total.

Benchmark Echo | YCSB | TPCC | CTree] HM | Redis| Avg

AMER (%) 301 | 306 | 31.6 | 292 | 299 | 30.0 | 30.2
PSLR
i 317 | 208 | 193 | 594 | 366 | 715 | 414
Period (us)
MIN | 51 | 27 | 30 | 34 |34 |31 | 345
A(ASST AVG |96 |99 |57 | 129 | 117 | 121 | 103
MAX | 104 | 118 | 85 | 273 | 136 | 197 | 152
Overhead
Attach (%) 63 |67 [ 104 |34 |55 |28 |58
Detach (%) 53 |57 |88 | 28 |46 | 24 | 49
POLB (%) 0.011 | 0.005 | 0.018 | 0.004 | 0.007 | 0.001| 0.008
?Z;’trr‘fzgr; 0.019 | 0.005 | 0.024 | 0.006 | 0.011 | 0.001| 0.011

TLB misses (%) 0.036 | 0.038 | 0.133 | 0.019 | 0.031 | 0.017| 0.024
Cache misses (%) | 0.063 | 0.067 | 0.259 | 0.034 | 0.055 | 0.031| 0.085
Total (%) 11.72 | 12.52 | 19.63 | 6.26 10.2 | 5.25 | 10.9

Table 5 shows the observations when AMER is around
30%. As the programs by default keep PMOs open through-
out their executions, a 30% AMER means an around 70%
reduction of the memory exposure time. The average mem-
ory exposure window (MEW) is only 10.3us. The average
re-randomization period length is 19.3us to 71.5us, and the
average time overhead is 10.9%. Putting the results into per-
spective, while not directly comparable in goal and the scope
of address space protection, existing ASLR re-randomization
was reported to add 50% overhead if re-randomization occurs
every 1 second [25]. Compared to ASLR re-randomization,
PSLR re-randomization is 24, 154X more efficient, while offer-
ing the additional protection of reducing memory exposure.
The overhead section in Table 5 reports the detailed break-
down of the time overhead, showing the overhead from each
of the sources. Attach and detach dominate the overhead.
The NVM pointer address translation (POLB) and the opera-
tions on the permission matrix weigh no more than 0.04%,
the use of re-randomization incurs some extra TLB and cache
misses, but the total performance penalty from them is no
more than 0.5%.

The effectiveness of PSLR is attributed to the removal of
most page faults, PTE initializations, and TLB shootdowns,
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Figure 6. MEW of MERR at three different AMER values.
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Figure 7. Overhead of MERR at three different AMER values.

as well as PMO relocatability which removes the need to
rewrite pointers when a PMO is moved.

The variations of overhead across the benchmarks are
largely caused by the differences in the density of PMO
accesses in the programs. A denser distribution entail the
need for more attach/detach sessions to get the same AMER.
TPCC, for instance, has a 14.2X higher PMO access density
than Redis has, which leads to a correspondingly higher
density of attach/detach calls, and hence the larger time
overhead.

Figures 6 and 7 report the MEW and overhead of MERR on
the benchmarks when we vary the frequency of attach and
detach calls such that the AMER of the benchmarks are at
about 20%, 30%, and 40% level. In the overhead breakdown in
Figure 7, we use "Other" to represent the total overhead of all
the sources besides attach and detach. The results show that
at AMER=20%, MERR reduces average MEW to 5us while
incurring about 18% average overhead; the numbers change



to 10us and 10.9% for AMER=30%, and 12us and 7.5% for
AMER=40%.

6.2.2 Security Analysis

The reduction of AMET provides a high-level memory pro-
tection as while detached, a PMO is not in the process ad-
dress space, and hence its data cannot be accessed at all
(read, written, or executed) by any instructions, even specu-
lative ones. One implementation vulnerability that enables
Spectre/Meltdown-style attacks is memory access by specu-
lative instruction which is allowed to proceed and alter the
cache state. With MERR, even such vulnerability is protected
against because there is no valid PTE entry that maps the vir-
tual address that is being accessed to a valid physical address.
In comparison, if the PMO is always attached at the same
virtual address across all attach sessions, then the adversary
can aggregate these sessions and perform various steps of
the attack across sessions. MERR deploys PSLR to randomize
the virtual address at which a PMO is attached, at each attach
session. In this case, to succeed, the adversary would need
to perform the attack in one attach session. Recent exploits
require several seconds to succeed [54]. Meltdown attack
still needs hundreds of microseconds to test one possible
randomized layout [41]. Our PSLR re-randomizes the layout
more than 24154 times per second, and each attach session
lasts for less than 20 us, creating an attack window that is
very difficult to exploit by currently known attacks.

Table 6 enumerates vulnerabilities that we protect against,
divided into two stages (attached or detached). All of the
listed attacks require some access to PMO data which is
not possible during the time PMO is detached, which in
our experiments is 70% of the time. We discuss each of the
vulnerabilities next.

Table 6. Security of the PMO under MERR protection. X for
prevented completely, H for hindered.

Stage
Attacks PMO detached PMO attached
Meltdown [41] X H
Spectre v1, v1.1, v1.2 [34] X H
Spectre v2, v4, v5 [36, 44] X H

Meltdown Meltdown requires three steps to succeed in
reading secret data: probing to read secret data address, trans-
mitting the secret, receiving the secret. The probing step is
when the adversary probes a virtual address to read secret
data. While detached, the probing step will fail as no valid
PTE exists, hence the program will receive a page fault. Be-
cause both the user space and the kernel space cannot read
this data due to hardware valid bit protection, this data is
fully inaccessible. With the page fault, the probed virtual
address of secret data cannot be put into the cache or the

register. The adversary may use error handling to fork an-
other process for the next probe. But the next probe will also
generate page fault as long as the PMO is detached. Such
a page fault can be used to raise an alarm to alert user or
developer of potential ongoing attacks or bugs.

Spectre Spectre attack relies on mistraining the branch
prediction including branch target buffers and return address
stacks, and leaves architectural information of mispredicted
branch to reveal secret data. MERR does not protect against
mistraining. In the next step, Spectre also probes a virtual
address to read data. This probe is not permitted when a
PMO is detached, but may not necessarily raise an exception
if the instruction ends up flushed from the pipeline. Another
difference is that the Spectre has lower chance to launch a
successful attack than Meltdown due to the time needed to
mistrain the branch predictor.

7 Discussions

In our experiments, we varied the frequency of attach/detach
calls to evaluate the sensitivity. In actual programming, their
insertions could be determined by programmers or compil-
ers; details are outside of the scope of this paper.

To support multi-threading, each PMO in each process
will have an attached counter initialized as 0 when a PMO is
opened. This data is maintained as metadata in each process.
For every attach or detach, the operating system first checks
this bit via mutex, increasing or decreasing the counter by
one for attach and detach respectively. At an attach call, if
the counter is larger than 0, the counter increases but other
operations of the call are skipped. At a detach call, if the
counter is greater than one, the counter decreases by one,
and other operations of the call are skipped.

8 Related Work

Persistent Memory. In this paper, we discussed primitives
(attach and detach) for PMOs and architecture support for
them. There is a rich set of papers in literature covering other
aspects of persistent memory, including but not limited to,
memory-mapped files [17, 57], file system [18, 20, 64, 65],
physical organization [7, 8], persistency models [6, 18, 35,
47, 53, 55, 57], logging [52], checkpointing [21], memory
encryption [9-11, 16], and GPU [40].

Memory Protection/Isolation. Software-fault isolation tech-
niques (SFI) [49, 58] create a separate protected memory re-
gion by instrumention at every memory access instruction.
This ensures that the instrumented instruction can only ac-
cess the designated memory segment. SFIs incurs large over-
head and can be bypassed through Meltdown and Spectre. IS-
boxing [19] separates address space to allow untrusted code
to access only 32-bit address space. The available address
space reduction could limit practical usage of NVM. Another
way to protect data is Data Flow Integrity (DFI) [5, 14]. DFI
static analysis creates data-flow and enforces the data flow



during runtime by instrumenting memory access instruc-
tions. However, it incurs 50-100% overhead if it is applied to
all data. Jang et al. [30] propose to provide a heterogeneous
isolated execution. Another work that tries to hinder the
probe step of attacks [12] transforms the program whenever
it detects probes. It focuses on only code reuse attacks.

In the hardware aspect, Frassetto et al. [23] try to pro-
vide in-process memory isolation; Spectre and Meltdown
remain threats. CHERI [62] introduces two stages to provide
fine-grained memory isolation. But the switching overhead
is high and it relies on intensive static analysis. Intel TSX
groups several instructions into an atomic transaction. Ex-
ception would be raised at an invalid memory access. But
Meltdown can completely surpass this protection [31]. Intel
CPU implements a variety of new memory protection, in-
cluding Memory Protection Extension (MPX) and Memory
Protection Keys (MPK) [28]. MPX is to provide hardware-
assisted checks to avoid buffer overflow. The programmers
can specify bounds using dedicated registers which can be
checked with newly introduced instructions. But the library
code can still access secret data. Using MPK to protect CPI
will incur 12.43% average overhead [23]. The technique pro-
posed in this work is complementary to the prior work, in
that it shortens the exposure time of memory to possible
attacks.

Table 7. Randomization Techniques Comparison. DP for
data pointers, D for data.

Scope Entropy | Runtime Avg.
Methods DP | D | (bits) Randomization Freq Overhead
64-bits Pax [1] | v | < | 29-30 No 3.6%
TASR [13] 7| x | 29-30 At1/0 Only 30-40%
Runtime
ASLR [42] v X | 28-48 At fock() Only 0.5%
Shuffler [63] v X | 27 Fix Interval, 50ms 14.9%
Morpheus [24] | V X | 60 Fix Interval, 10ms 4.4%
Enhance .
ALSR [25] v v | 18-36 Fix Interval, 5s 10%

Programmer inserted

Ours v v | 18-36 & Runtime, 41.4us 10.6%

Randomization. Randomization and runtime re-randomization

try to hinder attacks by randomizing the code and data. As
shown in Table 7, ASLR [1] serves as the first-level defence,
but can be easily bypassed as a static one-time randomiza-
tion. TASR [13] and Runtime ASLR [42] improve ASLR by
providing re-randomization at sensitive system calls. Shuf-
fler [63] and Morpheus [24] further augment ASLR by reduc-
ing overhead and adding encryption. Shuffler re-randomize
the code, code pointers, and data pointers at a 50 ms pe-
riod with 14.9% overhead. Morpheus re-randomize the code
pointers and data pointers at a 10 ms period with 5% over-
head. Those methods do not support data re-randomization.
Enhanced ASLR [25] provide both data and data pointers
runtime randomization but suffer large overhead, 50% over-
head at a randomization every second and 10% overhead
every five seconds. Our method provides both data and data

pointers runtime randomization with only 10% overhead at
a frequency of every 41.4us.

9 Conclusion

This paper has proposed MERR, a new way to enhance
memory protection with high efficiency, especially useful
for NVM. Complementary to existing approaches, this new
method takes a unique perspective, reducing memory expo-
sure time by enabling fast attach and detach of NVRegions by
embedding embedding page table into a PMO, coupled with
a fast O(1) PMO attach mechanism and other techniques. We
demonstrate the use of the technique for enhancing the fre-
quency of address randomization, and describes the enabled
randomization technique named PSLR. PSLR perform ran-
domization at every PMO attach session. Experiments show
that MERR can reduce memory exposure time by 60% with a
5% overhead (70% with 10.9% overhead). The randomization
period is shortened from seconds in prior work to less than
41.4us, offering significant potential benefits for enhancing
memory security.
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